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Progress and Gap in Engineering DSE Education
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 Data science and engineering (DSE) education requires both appropriate
classwork and hands-on experience with real data and real applications.

 Significant progress has been made in classwork
 However, textbooks and traditional lecture courses offer limited help in 

developing students’ capability in applying the theory and methods to solve real, 
complex problems

 Hands-on experience incorporating real data and real applications has 
been lacking
 Students need practice on real data with the entire DSE cycle beginning with ill-

posed questions and “messy” data1.
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1 NASEM. Data science for undergraduates: Opportunities and options. 2018.



Current efforts in real data/application based DS education
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 Live or real project based DSE courses
 Real data based DSE course
 Other unconventional DSE courses

 problem-based learning
 learning by creating
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Limitations of current efforts
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 High burdens on instructor: time, organizational and pedagogical 
demands

 Solicitation of live projects is challenging
 Difficult to find data/application that motivate all students
 Some data may not have clear applications
 They do not generate learning materials that can be widely adopted at 

other institutions
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Proposed solution
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 Data-enabled engineering project (DEEP) modules based on real data 
and applications
 Cover the entire DSE lifecycle
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Proposed solution
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 Data-enabled engineering project (DEEP) modules based on real data 
and applications
 Serve as supplementary materials for DSE courses – replace or supplement 

textbook examples and homework problems to offer students hands-on experience
 No curriculum change, minimize effort for adoption
 Guided by experiential learning theory (ELT) – “learning through reflection on 

doing”1
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1Kolb, David A. Experiential learning: Experience as the source of learning and development. FT press, 2014.



Features of DEEP modules
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 Interactive Jupyter Notebooks using Python, R and SAS programing 
languages
 Web-based interactive development and learning environment (IDLE) for easy 

adoption

 Hosted on Google Colab
 Provide computation power
 Provide software packages and libraries – Absolutely no local installation required 

(IDLE or any software/library) – All required is a web browser
 Embedded with critical and creative thinking questions

 Learning through reflection on doing
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Example questions embedded in DEEP modules
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 Critical Thinking Questions for Module 1.2: Noise
 Remembering 
 Have you encountered Fourier Transforms in any previous classes? How does it relate to 

filtering noise? 
 Define noise in your own words. Will all data contain noise?

 Understanding 
 What can cause noisy data? (A) Hardware failures (B) Errors made when processing the data 

(C) Difference between predicted and actual values (D) All of the above
 Applying 
 What does the distance of smoothing tell us about the filters?
 How could noise reduction techniques be used in digital image processing?

 Analyzing 
 What is the signal to noise ratio (SNR)? What does a high SNR mean? What does a low SNR 

mean? 



Features of DEEP modules (Examples)
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 Critical Thinking Questions for Module 1.2: Noise
 Evaluating
 How does noise decrease the accuracy of machine learning? Can a signal get drowned out? 

 Creating 
 Design a plan to filter the noise of a linear dataset. What methods in this module could also be 

used for as a linear smoothing filter?



Features of DEEP modules (Python example)
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Connected to 
Google Cloud

Easy to follow 
instructions

Absolutely no local software/package installation required!



Features of DEEP modules (Python example)
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Embedded questions to 
ensure “learning 

through reflection on 
doing” 



Features of DEEP modules (Matlab example)
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Features of DEEP modules (Matlab example)
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Features of DEEP modules (SAS example)

15Again, there is no local software/package installation required!



Dissemination
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 Can be easily disseminated through web links
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 DEEP-SM Module 1: Data preparation and 
processing
 https://colab.research.google.com/drive/179xCiM3

N9QAhhOSVFw2Cb90vmRXyBTl4?usp=sharing
 DEEP-SM Module 2: Data Exploration and 

Visualization
 https://colab.research.google.com/drive/14oVUgU

W3A9ZNCCCbhmyw6I2NrIFNdpwS?usp=sharing

https://colab.research.google.com/drive/179xCiM3N9QAhhOSVFw2Cb90vmRXyBTl4?usp=sharing
https://colab.research.google.com/drive/14oVUgUW3A9ZNCCCbhmyw6I2NrIFNdpwS?usp=sharing


Planned DEEP module testing (2022)
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Course Instructor Topics to be covered by DEEP modules

CHEN 6970 Big Data 
Analytics and 
Machine Learning in 
Process Industry

He (Auburn, Chem. 
Eng.)

Regression; Regression with regularization (Ridge, Lasso); 
Unsupervised learning (PCA, k-means); Supervised learning 
(PLS, CCA); Kernel methods; Support vector machines; 
Neural networks; Deep learning

ELEC 5110/6110: 
Wireless Networks

Mao (Auburn, ECE) Communication systems; Communication protocols; Wireless 
access; Wireless LAN; Wi-Fi

COMP 5600/6600: 
Artificial Intelligence

Liu (Auburn, CS) Clustering; Classification; Decision tree; Bayesian networks; 
Deep learning; Reinforcement learning

COMP 
5630/6630/6636: 
Machine Learning

Liu (Auburn, CS) Concepts, techniques, and applications in machine learning 
including abductive learning, case-based learning, deep 
learning, and reinforcement learning

STAT 4610: Applied 
Regression Analysis

Zeng (Auburn, Math 
& Statistics)

Simple linear regression; Multiple linear regression; 
Multicollinearity; Model selection and diagnosis

STAT 7650: Statistical 
Computing

Zeng (Auburn, Math 
& Statistics)

Linear regression; Regression with regularization (Lasso);
Neural networks; Support vector machines; Decision tree;
Random forest
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